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Smith, Vivianne C., Joel Pokorny, Barry B. Lee, and Dennis M.
Dacey. Primate horizontal cell dynamics: an analysis of sensitivity
regulation in the outer retina.J Neurophysiol85: 545–558, 2001. The
human cone visual system maintains sensitivity over a broad range of
illumination, from below 1 troland to 1,000,000 trolands. While the
cone photoreceptors themselves are an important locus for sensitivity
regulation—or light adaptation—the degree to which they contribute
in primates remains unclear. To determine the range of sensitivity
regulation in the outer retina, the temporal dynamics, neural gain
control, and response range compression were measured in second-
order neurons, the H1 horizontal cells, of the macaque retina. Situated
at the first synapse in the retina, H1 cells receive input from a large
population of cones. Lee et al. have previously shown that sensitivity
regulation in H1 cells is both cone type-specific and spatially re-
stricted. The sensitivity regulation seen in H1 cells at moderate
illuminances thus takes place before the summation of cone signals in
these cells, and the data establish the H1 cell as a convenient locus for
analyzing cone signals. In the present study, cone-driven responses of
primate H1 cells to temporally modulated sine-wave stimuli and to
increment pulses were measured at steady levels of 1–1,000 trolands.
The H1 cell gave a modulated response to sine-wave stimuli and
hyperpolarized to increment pulses with overshoots at stimulus onset
and offset. The temporal amplitude sensitivity function was primarily
low-pass in shape, with a small degree of low-frequency roll off and
a resonance shoulder near 40 Hz. A model incorporating a cascade of
first-order filters together with an underdamped second-order filter
could describe both temporal sinusoidal and pulse hyperpolarizations.
Amplitude sensitivity was estimated from both pulse and sine-wave
data as a function of the steady adaptation level. Sensitivity at low
light levels (1 troland) showed a slowing in temporal dynamics,
indicating time-dependent sensitivity regulation. Sensitivity was re-
duced at light levels above approximately 10 trolands, reflecting both
response range compression and neural gain control. Thus the outer
retina is a major locus for sensitivity regulation in primates.

I N T R O D U C T I O N

The human cone pathways maintain psychophysical sensi-
tivity to small increments of illumination (DI/I) over a dynamic
range greater than 6 decades, from 1 troland (td) to 1,000,000
td, a level at which 98% of the cone photopigment is isomer-
ized (Hood and Finkelstein 1986). This dynamic range is
obtained partially by sensitivity regulation (gain control) mech-
anisms that adjust the response to the steady illumination level,
and partly by illumination-dependent changes in response dy-

namics that are faster with an increase in illumination. Sensi-
tivity at low adaptation levels is proportionately higher because
response continues to grow over a longer time period (Donner
et al. 1995). At least some sensitivity regulation mechanisms
act independently on the long- (L), middle- (M), and short- (S)
wavelength-sensitive cone signals (Stiles 1978). Further, cone-
type sensitivity regulation does not show spatial pooling, i.e., it
occurs independently in neighboring cones (MacLeod et al.
1992). The implication is that a substantial amount of sensi-
tivity regulation must occur in the outer retina.

The relationship between the properties of human light ad-
aptation and the physiology of cones and their pathways is,
however, unclear. In primates, it is difficult to record directly
from cones in the intact retina. Initial electrophysiological
studies using mass recording techniques (Boynton and Whitten
1970; Valeton and van Norren 1983) suggested that sensitivity
regulation showed an onset near 140 td and did not reach
Weber’s law until light levels sufficient to cause photopigment
depletion (c. 20,000 td) were reached. Measurements of the
photocurrent in the outer segment of macaque cones (Schnapf
et al. 1990) found evidence of sensitivity regulation onset at an
even higher level, above an estimated 2,000 td. More recent
voltage recordings from cone inner segments (Schneeweis and
Schnapf 1999) have indicated a lower onset of 630 td. Neither
study of isolated cones showed evidence of variation in re-
sponse dynamics. Thus there is at least a 14–63-fold discrep-
ancy in estimates of the onset of sensitivity regulation in
primates between the psychophysical (10 td) and the electro-
physiogical data (140 td) (Schneeweis and Schnapf 1999;
Valeton and van Norren 1983). We were therefore concerned
that previous electrophysiological estimates of sensitivity reg-
ulation in primates had underestimated both the range and the
role of response dynamics governing sensitivity regulation.

In non-mammalian vertebrates, a calcium-dependent mech-
anism of gain control in the photoreceptor has been identified
in the rod outer segment (Pugh and Lamb 1990). Intracellular
recordings from intact cones in turtle (Burkhardt 1994; Nor-
mann and Anderton 1983; Normann and Perlman 1979) have
shown that factors including gain control, illumination-depen-
dent response dynamics, response range compression, and pig-
ment depletion provide a Weber’s law slope over a nearly
seven-decade illuminance range. About 3.3 log units of this
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range are below bleaching levels (i.e., 10–20,000 td). A cal-
cium-dependent mechanism of gain control similar to that of
rods is an attractive candidate to explain such data (Burkhardt
1994).

Our goal was to measure temporal dynamics, sensitivity
regulation, and response range compression of cone signals in
primate horizontal (H) cells, which receive direct input from a
large population of cones. The horizontal cell is a suitable
locus for study of sensitivity regulation initiated in the cones.
Sensitivity regulation in horizontal cells is both cone type-
specific and spatially local, indicating that the sensitivity reg-
ulation measured in horizontal cells occurs prior to summation
of cone signals in these cells (Lee et al. 1999). The source of
such effects includes the outer segment transduction cascade,
inner segment ion channel interactions, and interactions in the
cone pedicle that could modulate the flow of transmitter. Hor-
izontal cells are large and provide stable responses for many
hours in the living in vitro retinal preparation. There are two
types of horizontal cell in the primate retina. One of them, the
H1 type, receives summed input from the L and M cones and
lacks significant S-cone input. Light absorbed by L or M cones
evokes a hyperpolarizing response. The other, the H2 type,
receives summed input from all cone types, with the S cone
providing a particularly strong input (Dacey et al. 1996). Here
our studies were restricted to the H1 type.

We used illuminance conditions designed to measure cone
responses by maintaining an illumination above 1 td on the
retina and by avoiding periods of full dark adaptation, condi-
tions under which no rod response is present in H1 cells
(Verweij et al. 1999). We measured H1 cell responses both to
temporal sinusoids and to pulsed stimuli. These two protocols
offer differing advantages, but to the extent that the initial H1
cell response to light at any steady illumination shows linear
systems behavior, they should give identical estimates of tem-
poral dynamics and sensitivity. The advantage of the sine-wave
stimulus is that it provides a data set that is easily modeled by
a linear systems approach. The available contrasts are low and
this allowed us to work at a time average retinal illumination as
high as 1,000 td. The advantage of the pulse stimulus is that it
provides a greater range of contrasts to allow estimation of
receptor saturation and hence response range compression. Our
results demonstrate significant sensitivity regulation at the
level of the H1 cell. We noted both adjustment of sensitivity to
the steady-state illumination and variation in response dynam-
ics with illumination level, providing increased sensitivity to
test stimuli as low as 1 td.

M E T H O D S

Preparation

The in vitro preparation of macaque retina has been previously
described (Dacey 1994, 1996). In brief, eyes fromMacaca nemestrina
or M. fascicularis were obtained through the Tissue Distribution
Program of the Regional Primate Research Center at the University of
Washington and removed under deep barbiturate anesthesia just prior
to death. Retinas were dissected free of the vitreous and sclera in
oxygenated Ames’ medium (Sigma) and the retina-choroid was
placed flat, vitreal surface up, in a superfusion chamber mounted on
the stage of a light microscope. Horizontal cell nuclei were identified
following a 20-min superfusion of the nuclear stain 4,6-diamidino-2-
phenylindole (DAPI;;10 mM). Microelectrodes were filled with a

solution of 2–3% Neurobiotin (Vector Labs, Burlingame, CA) and
1–2% pyranine (Molecular Probes, Eugene, OR) in 1 M KCl. Elec-
trical impedances ranged from 200 to 300 MV. Pyranine fluorescence
in the electrode and DAPI fluorescence in cells were viewed together
under episcopic illumination. Penetration was confirmed by ionto-
phoresis of pyranine into the cell. At the termination of recording,
cells were preserved for later analysis by injection of Neurobiotin and
subsequent horseradish peroxidase histochemistry after tissue fixation.

Optical equipment

Visual stimuli originated from two light-emitting diodes (LEDs)
with peak wavelengths at 638 and 554 nm. The LEDs were mounted
above the camera port of the microscope, their beams combined with
dichroic mirrors and focused near the objective lens of the microscope
to form a homogeneous field at the vitreal surface of the retina.
Objects in the camera port were in focus on the retina, and apertures
at this location regulated stimulus size. The LEDs were under com-
puter-control, driven by a constant-amplitude frequency-modulated
pulse train, giving a linear relation between light output and driving
voltage. The 638 and 554 nm LEDs were set to equal luminance by
flicker photometry by a human observer viewing the camera port
image on the microscope stage. The setting was corrected for the
absence of the ocular media (Wyszecki and Stiles 1982).

The LED outputs (mW cm22) were measured with a Gamma
Scientific spectroradiometer placed in the image plane. LEDs were
scanned in 2- to 5-nm steps through their spectral range. For the
554-nm LED, the calculated total quanta s21 mm22 at the retinal
surface were 42,415 at the highest average illumination level
(Wyszecki and Stiles 1982). For comparison with psychophysical
studies, these units were converted into trolands, units of equivalent
human retinal illuminance. This conversion used the Judd spectral
luminous efficiency function and published formulae (Wyszecki and
Stiles 1982). In the intact eye, photoreceptors are directed at the exit
pupil (Enoch and Laties 1971; Laties and Enoch 1971) and show a
dependence of absorption on the angle of incident light (the Stiles-
Crawford effect, SCE). In the far peripheral retina of the flat-mount
preparation, receptors are angled at;45° relative to the stimulus light
path. Thus the effective retinal illuminance is reduced. We estimated
(Lee et al. 1999) from human SCE data that this angle would corre-
spond to a sixfold decrease in the effective retinal illuminance com-
pared with the calculation using formulae for the intact eye (Wyszecki
and Stiles 1982). The equivalent average retinal illuminance for
comparison with human psychophysics, taking into account this fac-
tor, was estimated at 500 td for the 554 nm LED. We validated our
calculations by comparison of data collected in macaque retinal gan-
glion cells in intact (Lee et al. 1990) and in vitro recordings (Dacey
and Lee 1994).

Data acquisition

The data were obtained using a custom-built acquisition system, a
Macintosh Quadra 950 with National Instrument A/D boards with a
resolution of 50mV. Averaging improved the effective resolution to
5–10mV. The resting membrane potential was measured at about260
mV in the light-adapted state (1,000 td). Sine-wave temporal modu-
lation and light pulses were employed as stimuli. For sine-wave
stimuli, sampling rate ranged from 312.5 to 5 kHz with increasing
stimulus frequency. Data were sampled at 3.2-ms intervals at 0.61 Hz
(512 samples/cycle, 312.5 Hz) decreasing to 0.2 ms at 78 Hz (64
samples/cycle, 5 kHz). For pulses, sampling rate was 1 kHz.

Stimuli

Sine-wave data were obtained at several (usually 6) Michelson
contrasts, (Imax 2 Imin)/(Imax 1 Imin), between 0.0325 and 1.0 and at
temporal frequencies from 0.61 to 78 Hz. About 6 s of activity were
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averaged at each frequency. Data collection at higher frequencies
continued until responses became smaller than about 50mV. The
LEDs were modulated temporally in phase, giving an average retinal
illuminance of 1,000 td (500 td/LED). The response amplitudes were
subject to Fourier analysis, and the first-harmonic amplitude and
phase were determined. Pulse data were obtained at seven Weber
contrasts (Ipulse/Ibackground) between 0.1 and 19, relative to a steady
background. Both LEDs were used and the steady level was 100 td.
Decrement pulses were used to obtain a measure of response range
compression. Pulse durations ranged from 10 to 160 ms, using a
500-ms epoch (2.5-ms binwidth). Twenty stimulus repetitions were
averaged for the pulse stimuli.

The illuminance level was changed by insertion of neutral density
filters. After each decrease in retinal illuminance by a factor of 10, we
allowed a few minutes to elapse to enable sensitivity to stabilize. The
majority of data were collected with a stimulus diameter of about 5°
on the retina (1,000mm). Diameters between 1 (200mm) and 15°
(3,000mm) were also used.

R E S U L T S

Our strategy was first to collect temporal sensitivity func-
tions at a full range of frequencies to derive a linear systems
model of the dynamics. Then we collected data for both pulses
and a low frequency sine-wave in the same cells so as to
compare neural sensitivity regulation estimated by the two
protocols.

Sine-wave temporal stimulation

Data were obtained for seven cells for 20 frequencies and a
5° diameter stimulus. Figure 1 shows the first-harmonic am-
plitudes for one H1 cell plotted as a function of Michelson
contrast for two temporal frequencies at the 1,000 td average
retinal illuminance. Theinsetsin the graph show the averaged
raw traces with the - - - indicating the resting membrane po-
tential level immediately before data collection. At contrasts
below 0.25, responses were sinusoidal around the resting level.
Response amplitudes increased linearly with contrast. The
slope of the linear portion of the curve was estimated to yield
contrast gain (mV/contrast) as a function of temporal fre-
quency. These contrast responsivity data were then expressed
in amplitude sensitivity (mV/retinal illuminance) in the plots of
Figs. 2 and 3. The first-harmonic phase was independent of
contrast (not shown) and phase was estimated from the 0.25
Michelson contrast data. At contrasts above 0.5, the response
waveform was visibly distorted. The Fourier transform showed
significant energy in the higher harmonics. At low frequencies
(0.5–5 Hz), the distortion consisted of an asymmetry about the
resting level, flattening of the hyperpolarization maximum, and
a deep depolarization to the sine-wave minimum. As a result of
this distortion, the Fourier first-harmonic amplitude tended to
fall above the linear relation at low frequencies. At higher
frequencies (10–40 Hz), a sawtooth-like distortion with a rapid
depolarization segment was apparent, but Fourier first-har-
monic amplitudes remained a linear function of contrast.

Amplitude sensitivity (mV/retinal illuminance) and phase
are plotted as a function of temporal frequency for three H1
cells in Fig. 2. Three illuminance levels are shown for each
cell. At 1,000 td, the temporal response was primarily low-pass
in shape, with only a small roll-off at temporal frequencies
below 5 Hz (Fig. 2,A–C, top traces). There was a slight
shoulder at 40 Hz, indicative of a resonance peak. The ampli-

tude sensitivity increased with illuminance decrease (Fig. 2,
A–C, top traces) with an accompanying phase delay (Fig. 2,
A–C, bottom traces). The shape of the temporal amplitude
sensitivity function changed with a relative sensitivity loss in
the mid-frequency range. The luminance-dependent phase lag
was similarly greatest in this mid-frequency range. The high-
frequency amplitude decline remained steep and continued to
show a resonance shoulder. At high frequencies, the amplitude
sensitivities converged toward a single line.

The data shown in Fig. 2 were representative of all cells
studied. There was inter-cell variation in amplitude sensitivity;
the mean Fourier amplitude computed from the contrast gain
functions (Fig. 1) at 0.61 Hz was 5.256 1.1 (SD) mV/td at
1,000 td, 3.476 1.0 mV/td at 100 td, and 0.896 1.0 at 10 td.
There was also variation in the amount of resonance but little
variation in the amount of low-frequency roll-off or of the
high-frequency cutoff. The phase was approximately2p at
low frequency, becoming more negative with increasing fre-

FIG. 1. First-harmonic amplitudes derived from Fourier analysis of aver-
aged sine-wave responses of an H1 cell as a function of Michelson contrast at
0.61 Hz (A) and 9.76 Hz (B) for a 5° stimulus diameter. The time-average
luminance was 1,000 trolands (td). —, fits to linear part of the data.Insets:
average data traces at 0.25 and 1.0 Michelson contrasts.

547PRIMATE HORIZONTAL CELL DYNAMICS

Downloaded from journals.physiology.org/journal/jn at Univ of Washington (128.095.044.034) on September 29, 2020.



quency anddecreasing retinal illuminance (Fig. 2,A–C,
bottom traces). The phase response inflection at mid-fre-
quencies was characteristic of the resonance phenomenon,
showing little inter-cell variation.

Quasi-linear model described in theAPPENDIX are shown by
—. The model cascaded groups of first- and second-order
linear filters of varying time constants. There were four free
parameters: the time constantt1 of a first-order filter, the time

FIG. 2. Amplitude sensitivity in mV/retinal illuminance (top traces) and phase (bottom traces) plotted as a function of temporal
frequency for 3 H1 cells (A, B, andC). Stimulus diameter was 5°. Data are shown for 3 average retinal illuminance levels of 10,
100, and 1,000 td. —, the fits of a quasi-linear model described in the text.

FIG. 3. Amplitude sensitivity (top traces) and phase (bottom traces) plotted as a function of temporal frequency at 1,000 td
average luminance for 3 H1 cells (A, B, and C). Data are shown for stimulus diameters of 10, 5, and 2°. —, the fits of the
quasi-linear model.
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constantt2 of a three-stage first-order cascade, the under-
damping constantz of a second-order filter, and a scaling
constant. The scaling constant was determined individually at
each illuminance level. The quality of the fits was good, with
minor inter-cell variation. The values of the parameters for the
cells of Fig. 2 are shown in Table 1. The data for lower
illuminances could be fit with variation in the time constants of
the filters, the under-damping constant, and the scaling con-
stant. We noted in particular that the mid-frequency slope
required adjustment of only one first-order filter,t1 (Table 1).
This time constant lengthened as retinal illuminance decreased,
from 3–5 ms at 1,000 td to 30–50 ms at 10 td. In comparison,
the three-stage first-order cascade and the underdamping,z of
the second-order filter changed little;t2 andz were near 4 ms
and 0.13 at 1,000 td, and 5 ms and 0.3–0.4 at 10 td.

Stimulus area

We next investigated the temporal modulation properties of
horizontal cells as a function of stimulus area at the highest
retinal illuminance level (1,000 td). Stimulus diameters ranged

between 2 and 10°. The methods were those described in the
preceding text. The data sample included nine cells measured
at two or more stimulus diameters and five cells measured at
10°. Amplitude sensitivity was calculated from the Fourier
first-harmonic amplitudes and the slope of the contrast re-
sponse function as described in the preceding text. Amplitude
sensitivity and phase (estimated from the 0.25 Michelson con-
trast data) are plotted as a function of temporal frequency for
three H1 cells in Fig. 3. Amplitude sensitivity increased with
increase in area. Eleven of the 14 cells tested at 10° showed
clear resonance with a peak near 40 Hz. As area was decreased,
the resonance tended to decrease, although with variability
among cells. The phase data were similar to those of Fig. 2 and
showed a minor change with area. A phase advance occurred in
the mid-frequency range as area increased. This advance re-
flects the increasing underdamping of the resonance filter. The
cell in Fig. 3A showed pronounced resonance that changed
little with area; the cell in Fig. 3B showed moderate resonance
at all areas, and the cell in Fig. 3C showed a clear decrease in
resonance with decrease in area. The data were well fit by the
quasi-linear model described in theAPPENDIX. The variations in
underdamping evident in the data were obvious in the fit
parameters. A less obvious change was a 2.5-fold increase in
the t1 fitting constant as area decreased from 10 to 2°. The
fitting parameter values for the cells of Fig. 3 are included in
Table 1.

Responses to pulses

Pulse data were obtained from 12 H1 cells using steady
backgrounds of 1–100 td and a 5° diam stimulus. There was
some inter-cell variability in sensitivity but little variation in
the shape of the responses.

Figure 4 shows averaged responses to a 10-ms pulse for one
H1 cell for Weber contrasts of 0.1 to 16; Fig. 5 shows a parallel
plot for the 100-ms pulse data. Each background retinal illu-
minance is shown in a separate panel. Light pulses evoked
hyperpolarizing responses for all contrasts and backgrounds.
As Weber contrast increased, response amplitude increased but
did not saturate even at the highest contrast and highest retinal
illuminance. The shape of the responses changed little with
Weber contrast, which acted primarily to scale response height.
Cells varied in sensitivity. Summary statistics of the response
amplitude and the response latency at the peak response are
shown in Table 2 for a Weber contrast of 19.

The time-to-peak for the 10-ms pulses varied little with
background level. In comparison, time-to-peak for the 100-ms
pulses lengthened as the background level decreased. After a
rapid hyperpolarization in the first 40 ms, the response ampli-
tude continued to increase more slowly to its peak. These data
are consistent with the sine-wave data in showing activity of an
illuminance-dependent time constant. The pulse response at 10
ms oscillated, most strongly at the highest background level.
Oscillation was less evident in the 100-ms data. The oscillation
frequency was similar (30–40 Hz) to that at which the reso-
nance peak or shoulder occurred in the sine-wave temporal
response. For the 100-ms pulse, there was a repolarizing sag
following the peak hyperpolarization; additionally, there was a
depolarizing aftershoot at light offset on the 100-td back-
ground.

The inner segment voltage response of isolated cones, mea-

TABLE 1. Model fitting parameters for H1 cell responses to
temporal sinusoids and pulse increment

Fits to
Fig. 2 Parameter

Time-Average Illuminance

1,000 td 100 td 10 td

Cell a t 1 3.8 13.2 45.0
t 2 4.0 4.6 5.0
j 0.12 0.12 0.17
sensitivity* 0.005 0.032 0.130

Cell b t 1 3.4 12.9 44.3
t 2 4.1 4.4 4.5
j 0.14 0.26 0.53
sensitivity 0.006 0.035 0.162

Cell c t 1 1.9 6.97 24.6
t 2 4.24 4.6 5.0
j 0.24 0.22 0.32
sensitivity 0.010 0.059 0.273

Fits to
Fig. 3 Parameter

Stimulus Diameter

10° 5° 2°

Cell a t 1 3.6 5.9 7.8
t 2 4.6 4.8 4.9
j 0.11 0.13 0.13
sensitivity* 0.005 0.004 0.002

Cell b t 1 4.3 7.8 11.4
t 2 4.1 4.2 4.4
j 0.3 0.25 0.26
sensitivity 0.004 0.28 0.16

Cell c t 1 2.8 4.8 8.9
t 2 4.0 4.1 4.3
j 0.15 0.22 0.27
sensitivity 0.006 0.005 0.003

Fits to
Fig. 6 Parameter

Steady Illuminance

100 td 10 td 1 td

t 1 8 23 58
t 2 4 5 5
j 0.18 0.20 0.45
sensitivity** 0.035 0.136 0.316

* Asymptotic sensitivity (gain); units are mV/trolands (td). ** Sensitivity
units areRmax/Isat.
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sured with a 10-ms pulse showed a peak response latency of
32 6 7 ms (Schneeweis and Schnapf 1999). The average
latency for H1 cells was about 4 ms longer, reflecting the added
processing of synapse and H1 cell receptor; this result is
consistent with the average time constants of about 4–5 ms/
stage in fitting the sine wave data (Table 1). The isolated cone
data (Schneeweis and Schnapf 1999) showed no change in
dynamics as background level increased.

At higher pulse contrasts, we expected to find contrast-
dependent non-linearities. The pulse stimuli represent much
higher contrasts than are obtainable with sine-wave stimula-
tion. Indeed, we noted in the 10-ms responses that the oscilla-
tion was greater at the highest pulse level (Weber contrast of
19) than predicted by scaling the lowest pulse level. There
were also subtle timing changes for the 10-ms pulse at the

highest background. We noted a small but systematic decrease
in peak response latency.

Figure 6 shows raw traces of responses to illuminance pulses
of 10, 100, and 160 ms at a fixed Weber contrast of 8 for the
same H1 cell as shown in Figs. 4 and 5. The data for different
durations showed good temporal superposition, indicating that
the initial hyperpolarizing response is linear. A simulation of
the hyperpolarization based on the quasi-linear model de-
scribed in theAPPENDIX is shown by —. The parameter values
are included in Table 1. These were within the range of those
fitted to the sinusoidal data. With decrease in background
illuminance, the time constant,t1 of the first-order linear filter
increased from 8 to 58 ms, the time constant,t2 of the three-
stage first-order cascade increased from 4 to 5 ms, and the
underdamping constant,z of the second-order filter increased

FIG. 5. Responses to 100-ms pulses at the 6 Weber contrasts for the same
H1 cell as shown in Fig. 4. Stimulus diameter was 5° and background retinal
illuminances were 100 td (A), 10 td (B), and 1 td (C). u, stimulus duration.

FIG. 4. H1 cell responses to 10-ms pulses at 6 Weber contrasts (0.1, 1, 2,
4, 8, and 16). Stimulus diameter was 5° and background retinal illuminances
were 100 td (A), 10 td (B), and 1 td (C). u, stimulus duration.
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from 0.18 to 0.45. In particular, as retinal illuminance was
decreased one time constant lengthened to describe the slow
increase in response amplitude characteristic of the data. The
linear model thus can describe the H1 cell data in both the
frequency and the time domain.

Stimulus area

Figure 7 shows responses of another H1 cell to 10-ms pulses
at four Weber contrasts (1, 2, 4, and 9) on a steady background
of 130 td. Four diameters ranging from 1 to 15° are shown in
A–D.The peak response hyperpolarization increased with field
diameter. Oscillatory responses were evident at the 4° diam
and became very pronounced for the 15° diam with a period of
28 ms. The latency of the peak hyperpolarization was shortest
for the largest diameter, consistent with an increase in under-
damping of a resonant filter. These data paralleled the effect of
area on the temporal amplitude sensitivity functions, showing
a shallow summation function. Probably the smallest field (1°)
covers the summation area for direct inputs to H1 cell dendrites
from the L and M cones. Summation between 1 and 4° there-
fore reflects the summation properties of the H1 cell coupled
network. The 15° field probably exceeds the summation area of
the coupled network.

Sensitivity regulation

A major goal of our study was to estimate sensitivity regu-
lation in the outer retina of the primate. Both the sinusoidal and
the pulse protocols can be used to estimate sensitivity regula-
tion as a function of retinal illuminance level once the data are
expressed in identical units of amplitude sensitivity (response
amplitude in mV divided by stimulus amplitude in td). For
sinusoidal data, amplitude sensitivity is estimated from the
linear fits of the Michelson contrast data (Fig. 1) at low
temporal frequency. For pulse data, amplitude sensitivity was
estimated from parameters (DVmax/Isat) of the saturation func-
tions fit to the pulse illuminance data (as described in the
following text). We wanted a robust estimate of the sensitivity
regulation in the H1 cell. The protocol to obtain the temporal
amplitude sensitivity functions was lengthy, and there was a
possibility that recording quality and thus sensitivity would
vary over the data collection period. We therefore designed an
abbreviated protocol to collect sinusoidal and pulse data and
obtained full data sets on 12 cells. Sinusoidal data were col-
lected at 0.61 Hz and 0.125 Michelson contrast at fixed steady
illuminations (10–1000 td). We also obtained data at 19.52 Hz
using a dynamic protocol (Lee et al. 1999). A 19.52-Hz test

wave was superimposed on a 0.61-Hz vehicle wave. In this
report, we present only the test data sampled at the maximum
illumination level of the vehicle wave; these data were identi-
cal to data collected at matched steady illumination. The pulse
protocol was as described in the preceding text. The sinusoidal
and pulse protocols were run at different but overlapping
ranges of steady illumination. To the extent that they yielded
similar estimates of sensitivity change, we can be assured that
the assumption of linearity of our measurement was robust. In
this regard, the good agreement of the temporal dynamics for
the two protocols (Table 1) was reassuring.

TABLE 2. Summary data for H1 cell responses to pulse stimuli at
a Weber contrast of 19 for three steady illuminances

No. of
Cells

Pulse
Duration,

ms

Steady
Illuminance,

td

Average
Response

Amplitude, mV
Latency at Peak
Response, ms

12 10 100 13.976 2.45 36.356 2.70
10 4.316 0.57 39.556 2.70
1 0.526 0.10 42.706 3.45

9 100 100 19.386 3.80 45.806 4.68
10 8.436 1.37 58.336 10.90
1 1.856 0.61 101.676 18.41

Values are6SD.

FIG. 6. Responses at 3 different pulse durations (10, 100, and 160 ms) to a
fixed Weber contrast of 8 for the same H1 horizontal cell as shown in Figs. 4
and 5. Stimulus diameter was 5° and background retinal illuminances were 100
td (A), 10 td (B), and 1 td (C). E, the data; —, fits of the simulation of the pulse
response using the quasi-linear model described in theAPPENDIX.2, stimulus
onset.
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In the absence of neural regulation, sensitivity is mediated
solely by the saturation function of the cone (Hood and Finkel-
stein 1986). At each steady-state luminance, sensitivity to light
increments is assessed on a higher point of this saturation
function, thus reducing the available response range. This
phenomenon is called response range compression. In compar-
ison, a neural mechanism of sensitivity regulation shifts the
characteristic saturation function on the luminance axis. When
sensitivity regulation obeys Weber’s Law, the shift exactly
compensates for the increase in steady-state illuminance; am-
plitude sensitivity is accessed at the foot (or threshold) of the
shifted saturation function and should decline inversely with
steady-state illuminance. Neural sensitivity regulation that
does not reach Weber’s law shifts the saturation function a
lesser amount. Amplitude sensitivity should show the effects of
both the partial sensitivity regulation (the shift) and the result-
ant response range compression (measurement on the rising
portion of the shifted saturation function) (Normann and
Anderton 1983; Normann and Perlman 1979; Valeton 1983).

Figure 8 shows the peak hyperpolarization amplitudes for
the 10- and 100-ms pulse responses shown in Figs. 5 and 6,
plotted as a function of pulse retinal illuminance. Data for the
three steady retinal illuminances (1, 10, and 100 td) are shown
with data for the 100-ms pulse in Fig. 8A and data for the 10-ms
pulse in Fig. 8B.As background level was increased, the response
amplitude for the 100-ms pulse was less at a matched pulse
illuminance; the three data sets were displaced on the illumi-
nance axis. This behavior is indicative of response range com-

pression and/or neural sensitivity regulation (Normann and
Anderton 1983; Normann and Perlman 1979; Valeton 1983).
We did not collect enough low contrast data to evaluate the
linear range of the response (DVmax/Isat) on bright back-
grounds. The — are fits of the Michaelis-Menten saturation
equation applied to increment responses

DVinc 5 DVmaxI inc/~I inc 1 I sat! (1)

whereDVinc is the response amplitude (mV) measured from
resting level to the peak hyperpolarization,DVmax is the max-
imal increment hyperpolarization for the cell,I inc is the pulse
retinal illuminance, andIsat is the illuminance at which the
response is halfDVmax. In this equation for increment pulses,
both DVmax and Isat vary with the steady illumination. How-
ever, we noted that the estimate ofDVmax was only well
constrained at the highest (100 td) steady adapting level, where
the response amplitude increased rapidly with pulse illumi-
nance. Since amplitude sensitivity depends only on the slope
(DVmax/Isat) of the saturation function, we can fit all three data
sets simultaneously, requiring one value forDVmax and indi-
vidual values forIsatat each steady level. With a 100-ms pulse,
DVmax was 21 mV; the values ofIsat at 1, 10, and 100 td were
124, 258, and 645 td, respectively. The amount of sensitivity
adjustment between 10 and 100 td (;2.6-fold) was below that
predicted by Weber’s law (10-fold). With a 10-ms pulse, data
for 1-and 10-td backgrounds fell on the same saturation func-
tion (DVmax of 19 mV, Isat of 561), but data for the 100-td
background were displaced to higher illuminances (Isat of 973

FIG. 7. Effect of stimulus area. Responses of an H1 horizontal cell to 10-ms pulses at 4 Weber contrasts (1, 2, 4, and 9) and
a background illuminance of 316 td. Stimulus diameters were 15° (A), 4° (B), 2° (C), and 1° (D).
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td). At low adaptation levels, responses were in the linear range
of Eq. 1 for several contrasts. We therefore checked the ade-
quacy of the fits by evaluating these linear slopes to obtain a
direct estimate of (DVmax/Isat). This second analysis gave esti-
mates that were within the variability of the data.

The sinusoidal data at 0.61 Hz and the 100-ms pulse data are
both estimates of the steady-state response of the cells. The
100-ms pulse duration exceeded critical duration for all three
adaptation levels. The amplitude sensitivity data from the two
protocols may therefore be compared. The joint data give an
extended range of illuminance from 1 to 1,000 td and retinal
illuminances of 10 and 100 td provided overlapping estimates
of sensitivity. Figure 9 shows average (61 SD) amplitude
sensitivity for all 15 cells plotted as a function of background
or time average retinal illuminance in a double logarithmic
format. Data from the pulse protocol are shown as open sym-
bols; sine-wave data are shown as closed symbols. Data for the
0.61 Hz sine-wave and the 100-ms pulses overlapped, indicat-
ing that the sinusoidal and pulse protocols gave similar esti-
mates of sensitivity regulation. Sensitivity decreased with in-
crease in retinal illuminance. The change in sensitivity did not
achieve Weber’s law. The slope near 1,000 td was approxi-
mately20.65 to20.7. Thus our data were consistent with a
neural mechanism that provided square root sensitivity regu-
lation near and above 100 td.

At shorter durations or at higher frequencies, there was
evidence of time-dependant sensitivity regulation. The 19.52
Hz sine-wave data were less sensitive at 10 td but converged on

the 0.61 Hz data by 1,000 td as noted also in the temporal
amplitude sensitivity data of Fig. 2. In Fig. 9C we compare the
data for 10 and 100 ms. The 10-ms pulses showed an asymp-
tote near 10 td to a lower sensitivity than the 100-ms pulse data
that continued to increase in sensitivity between 1 and 10 td.
Both sets of data indicated that as retinal illuminances dropped
below 100 td, the increase in sensitivity was achieved by a
change in dynamics. The modeling indicated that only one time
constant in the cascade was required to predict this added
sensitivity. The other time constants changed to only a minor
degree in the fits (Table 1).

FIG. 8. Peak response amplitudes of Figs. 4 and 5 plotted as a function of
pulse luminance at three retinal illuminances (1, 10, and 100 td). Pulse
durations were 100 (A) and 10 ms (B). —, fits of the Michaelis-Menten
equation as explained in the text.

FIG. 9. Average amplitude sensitivity (mV/td) for 15 H1 horizontal cells
plotted as a function of the time average (sine-wave data) or the background
(pulse data) retinal illuminance.A: compares responses to a 0.61-Hz sine-wave
stimulus (●), with 100-ms pulses (ƒ). B: compares the 0.61-Hz with the
19.52-Hz sine-wave stimulus (l). C: compares the 10- and 100-ms pulses.
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It is useful to estimate how much of the sensitivity loss can
be attributed to response range compression. Normann and
Perlman pointed out that the parametersDVmax and Isat for
increment data (Eq. 1) are related to parametersVmax and s
used in the Michaelis-Menten equation for total incident light
(IB 1 I inc) by equations

DVmax 5 Vmax~1 2 IB/~IB 1 I sat!! (2)

s 5 I sat 2 IB (3)

where IB is the background retinal illuminance,Vmax is the
maximal response range of the cell ands is the illuminance at
half Vmax measured by increments in dark-adapted conditions,
or by combining maximal increment and decrement responses
in light-adapted conditions. Previous studies of cone photore-
ceptors (Normann and Anderton 1983; Normann and Perlman
1979; Valeton and van Norren 1983) concurred that the max-
imal response range,Vmax, changed little with light level, but
Burkhardt (1994) noted a decrease inVmax at and above
bleaching levels. The sensitivity loss in the light-adapted con-
dition (DSL) relative to the dark-adapted sensitivity (DSD) is the
product of the neural gain and response compression factor
(Normann and Anderton 1983). It is given by

DSL/DSD 5 G~I B!~Vmax/~Vmax 2 I B/~I B 1 s!!!2 (4)

whereIB andG(IB) are the retinal illuminance and neural gain
at background,B, and

DSD 5 Vmax/s (5)

Response range compression was evident above 150 td and
showed an asymptote near 0.4 at 100,000 td in primate cones
(Valeton and van Norren 1983). Response range compression
showed an asymptote near 0.5 in turtle cones (Burkhardt 1994;
Normann and Anderton 1983).

We separately estimated response compression in three cells
by the use of decrement pulses on steady backgrounds and
verified that Eqs. 1–4could be used to estimate response
compression from increment data. We then calculated the
effect of response compression in the cells of Fig. 9. We noted
no evidence of response range compression at 1 td. Response
range compression decreased sensitivity by 0.01 log unit at 10
td and 0.08–0.10 log unit at 100 td. Thus our estimate of
response range compression in individual primate H1 cells was
similar to that reported by Valeton and van Norren (1983)
using mass recording in primate outer retina.

Figure 10 shows a comparison of relative sensitivity for our
data (left ordinate), and estimates from electroretinogram (ERG)
(Valeton and van Norren 1983) and single cones (Schneeweis and
Schnapf 1999) (right ordinate). Data for 0.61-Hz sine-wave stim-
uli and 100-ms pulses are shown in Fig. 10A as ‚ — ‚ and
F — F. Data for the 10-ms pulses are shown in Fig. 10B. Cal-
culations of the amount of sensitivity regulation contributed by
bleaching or by sensitivity regulation and response compression in
the photoreceptor are shown by —. These calculations use the
authors’ published estimates of trolands. The bleaching effect
was calculated on the basis of published isomerization values
(Wyszecki and Stiles 1982). The mass recording photoreceptor
gain, based on the 500-ms data (Valeton and van Norren 1983),
is shown in Fig. 10A for comparison with the 100-ms H1 cell
data. The single-unit photoreceptor gain, based on the 10-ms
data for macaque inner segments (Schneeweis and Schnapf

1999), is shown in Fig. 10B for comparison with the H1 cell
10-ms data.

In Fig. 10A, it is clear that neural sensitivity regulation was
in operation at least 3.0 log units below bleaching effects. Our
100-ms data showed gain adjustment initiated between 1 and
10 td, a lower illuminance than Valeton and van Norren (1983).
Our 10-ms data (Fig. 10B) show sensitivity adjustment be-
tween 10 and 100 td, a lower illuminance than Schneeweis and
Schnapf (1999).

D I S C U S S I O N

Linearity of H1 cell data

Psychophysical threshold data are often assumed to obey
small signal linearity, and we fit our sinusoidal data at each
adaptation level using a linear systems approach. The dynam-
ics of the initial hyperpolarization of the pulse data could also
be described by a linear model with dynamics similar to those
used for the sinusoidal data. Both sinusoidal and pulse data
gave parallel estimates of the change in temporal dynamics and
similar estimates of the illumination range for sensitivity reg-

FIG. 10. Comparison of amplitude sensitivity for 15 H1 horizontal cells
with literature data.A: the average sensitivity gain from Fig. 9 for 0.61-Hz
sine-wave stimuli and 100-ms pulses is replotted on the left ordinate. Calcu-
lations of the expected bleaching effect and the sensitivity gain calculated from
the Valeton and van Norren (1983) mass recording of photoreceptor gain are
plotted as solid curves on the right ordinate.B: average sensitivity gain from
Fig. 9 for 10-ms pulses is replotted on the left ordinate. Calculations of the
expected bleaching effect and the sensitivity gain calculated from the Schnee-
weis and Schnapf (1999) single-unit recording of photoreceptor gain are
plotted as — on the right ordinate.
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ulation. Thus the response properties we estimated from H1
cell responses were reasonably linear and well-behaved, sup-
porting the notion that the initial portion of the response
reflects linear response behavior of photoreceptors and H1 cell.

Comparison with non-primate mammalian data

The H1 cell temporal sensitivity was similar to that derived
from the cat horizontal cells (Foerster et al. 1977; Lankheet et
al. 1989a,b, 1991a,b). In cat, recordings were typically ob-
tained from the B-type, axon-bearing horizontal cell, which
corresponds morphologically to the primate H1 cell type (Boy-
cott et al. 1978). The temporal frequency response for cat H1
cells was low-pass with resonance at 30–40 Hz. Sensitivity
regulation was evident about 1 log unit above threshold for the
cat. Weber’s law was not obtained; the limiting slope was 0.64.
Lankheet et al. (1993) hypothesized that the neural sensitivity
regulation obeyed a square root law and that response range
compression accounted for the steepening slope at higher
adapting luminances.

Comparison with other primate data

There are two major studies that give estimates of primate
cone light sensitivity regulation that can be compared with our
results in H1 cells. Our 0.61-Hz/100-ms data showed H1 cell
sensitivity regulation at lower retinal illuminances than Vale-
ton and van Norren’s (1983) massed recordings of the outer
segment layer in the fovea. In general, there was substantial
agreement in the slopes of the data sets. Our estimates of
response compression are similar to theirs. The discrepancy is
primarily in the sensitivity axis and may arise from the exten-
sive spatial averaging characteristic of mass recording tech-
nique.

Our 10-ms H1 cell data showed sensitivity regulation at
lower retinal illuminances than the Schneeweis and Schnapf
(1999) whole cell voltage recordings from cone inner seg-
ments. One source of the discrepancy may lie in the calibration
of the troland axis. Estimates of light level are subject to error
and can vary by a half log unit or more among laboratories
(Hood and Birch 1993). In the Schneeweis and Schnapf study,
recordings were made from pieces of retina placed as a flat
mount in a recording chamber. The calculation of equivalent
retinal illuminance involves assumptions about the effective
light collecting ability of the photoreceptors. We allowed a
sixfold factor for this compared with Schnapf et al. (1990),
who allowed a threefold factor. Thus some of the discrepancy
may lie in the troland level estimates. A second source of
discrepancy may lie in differences between the preparations. In
the in vitro preparation, the retina is attached to the pigment
epithelium and can be maintained continuously at high pho-
topic light levels, allowing H1 cells to be light- and dark-
adapted over a period of hours (Verweij et al. 1999). Retinal
ganglion cells show similar responsivity in the in vitro as in an
in vivo preparation (Dacey and Lee 1994; Lee et al. 1990). In
comparison, measurements of the inner segment voltage re-
sponse used pieces of retina detached from the retinal pigment
epithelium (Schneeweis and Schnapf 1999). Schneeweis and
Schnapf (1999) remarked on considerable variability among
individual cones. The most sensitive cone in their sample lay
within the response variation of the H1 cells in the present
study.

Non-linearities

Non-linearities were evident in both the sinusoidal and pulse
data at high contrasts. The low-frequency harmonic distortion
demonstrated in Fig. 1A can be obtained by a variety of
non-linear operations. Similar low-frequency distortions in cat
(Lankheet et al. 1993) were ascribed to an adaptational non-
linearity such as divisive feedback. Although divisive feedback
can provide a description of the waveform, it predicts a de-
crease in the peak hyperpolarization relative to the offset
depolarization. However our data showed the reverse, the
offset depolarization accelerated relative to the peak hyperpo-
larization with increasing contrast (Fig. 1), suggesting other
non-linearities. Pulse data were expected to show non-lineari-
ties due both to the higher contrast levels and to the activation
of ion channels in the cone inner segment and/or in the H1 cell.
The linear model captured the light-evoked hyperpolarization
at 100 td but not the form of the pulse responses at pulse offset.
There was a slow depolarization and delayed overshoot evident
and, for longer pulses, the oscillation became less evident. The
data did not return promptly to the zero baseline as predicted
by the time constants of the linear model.

Conclusions

Sensitivity at low light levels (1 troland) showed a slowing
in temporal dynamics, indicating time-dependent sensitivity
regulation. Both the sinusoidal and the pulse data revealed
changes in response dynamics with changes in retinal illumi-
nance. The effect of these changes would be increased tempo-
ral summation at low luminances. We modeled this effect
using the simulation and noted a change in critical duration
from about 30 ms near 1,000 td to about 100 ms at 1 td. This
range is comparable to that seen in human psychophysical data
(Graham and Kemp 1938; Herrick 1956). In a companion
study (Lee et al. 1999), we have shown that despite conver-
gence of hundreds of L and M cone inputs to the large H1 cell
receptive field, desensitizing one of the cone types did not
affect the sensitivity of the other type. Further, sensitivity
regulation could be measured locally in a small part of the H1
cell receptive field. This cone-type specificity is consistent with
a cone photoreceptor locus for H1 cell adaptation at the higher
portion of our illuminance range. Nonetheless we cannot de-
finitively conclude that the sensitivity regulation we measured
in H1 cells is entirely within the photoreceptor. It is possible
that activity in the cone-H1 synapse can play a role in sensi-
tivity regulation that could appear photoreceptor-specific.

Sensitivity was reduced at light levels above approximately
10 trolands, reflecting both response range compression and
neural gain control. The H1 cell data never approached We-
ber’s law even at 100 and 1,000 td. Other studies concur that
sensitivity regulation in the cone photoreceptor does not pro-
duce Weber’s law below bleaching levels. The non-mamma-
lian vertebrate (Burkhardt 1994; Normann and Anderton 1983;
Normann and Perlman 1979), the mammalian (Lankheet et al.
1993), and the primate (Valeton and van Norren 1983) have
shown a combination of neural sensitivity regulation and re-
sponse range compression. The data are consistent with slopes
of 0.65–0.80 log unit of sensitivity regulation per decade of
illuminance change until pigment depletion levels are reached.
By contrast, Weber’s law behavior can be measured below 10
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td at the level of the retinal ganglion cell (Lee et al. 1990; Yeh
et al. 1996). The more complete sensitivity reduction found for
ganglion cells at this lower illuminance level is comparable to
that observed in human psychophysical data. Thus it must be
concluded that additional mechanisms of sensitivity regulation
exist at the level of the bipolar and/or ganglion cell.

A P P E N D I X

Temporal sinusoidal responsivity data of cat retinal ganglion cells
have previously been described by linear systems (e.g. Frishman et al.
1987; Victor 1987). We used this approach to derive a quasi–linear
model of the H1 cell temporal frequency response.

Elements of the linear model

The fundamental temporal response is exponential, characterized
by a time constant,t (termed a first-order filter). Low-pass filters show
reduced gain (ratio of output to input) and phase delay as frequency
increases. A convenient way (Milsum 1966) to summarize temporal
activity in the frequency domain is the Bode plot (output/input as a
function of frequency) using logarithmic coordinates. We plot log
amplitude versus log frequency together with a plot of phase versus
log frequency. For a single low pass filter

Log Amp 5 log ~Gain! 2 0.5$log @1 1 ~vt i!
2#% (A1)

Phase5 2arctan~vt i! (A2)

wherev is frequency in radians per second andti is the charac-
teristic time constant. In the Bode plot for amplitude, there is a
horizontal asymptote at low frequencies with the value given by
the gain and a slope of21 at high frequencies. A group of cells and
synapses is treated as a cascade of such filters. The advantage of
the Bode plot is that the response of a cascade is the addition of the
log gains and phases of each filter. In the amplitude plot, the
low-frequency asymptote is given by a lumped gain of all the filters
and the high-frequency asymptote has a negative slope given by
the sum of the filters.

It is common also to allow a pure delay, which adds only a phase
term

Phase5 2~vtd! (A3)

Although the pure delay is often handled by additional low-pass
filters with small time constants (e.g. Victor 1987), we found it
simpler to useEq. A3.An example of a simple cascade with such a
pure delay was the cone light response, estimated (Hood and Birch
1993) from the cone a-wave of the human ERG. This response
postulated a three-stage cascade of first-order filters with a time
constant of 2 ms plus an initial delay of 2 ms (Hood and Birch 1993).
This estimate was a linear approximation, consistent with computa-
tional models of the light sensitive channel (Lamb and Pugh 1992).

Resonance is another feature of cell behavior. Resonance refers to
an increase in amplitude and advance in phase near a characteristic or
“resonant” frequency. Resonance is described by an under-damped,
second-order filter, characterized by a resonant frequency,vn and a

damping constant,z. The greater the underdamping, the greater the
effect. The Bode plot is given by

Log Amp 5 log ~Gain! 2 0.5 log $@1 2 ~v/vn!
2#2 1 ~2zv/vn!

2% (A4)

Phase5 2arctan$~2zv/vn!/@1 2 ~v/vn!
2#% (A5)

The low-frequency asymptote is given by the gain, but the high-
frequency asymptote has a slope of22. Between these asymptotes
and providedz , 0.707, there is a peak response which increases as
z decreases and is maximal near the resonant frequency.

The final element allowed in the quasi-linear model is the “lead-
lag” element (e.g. Milsum 1966). The lead-lag was introduced to
allow reduced amplitude accompanied by phase advance at low fre-
quencies (Frishman et al. 1987). The H1 cell shows only a slight
low-frequency roll-off at the highest retinal illuminances. The lead-lag
filter is characterized by its frequencyt l and weight,a. The Bode plot
is of the form

Log Amp 5 log ~Gain! 1 0.5$log @1 1 ~avt1!
2#%

2 0.5$log @1 1 ~vt1!
2#% (A1)

Phase5 arctan~avt1! 2 arctan~vt1! (A2)

The low-frequency asymptote is the gain and the high-frequency
asymptote isa (i.e. if a 5 2, there will be a 0.30 log unit roll-off).

In physiology it is impossible to measure “gain” as output/input
since the units are not identical. We therefore set the gains of the
filters at unity and used an arbitrary scaling constant to match the
low-frequency asymptote of the data expressed in amplitude sensitiv-
ity. Since the physiological data are not linear with retinal illumi-
nance, this sensitivity must be fit individually at each steady-state
retinal illuminance and for each stimulus area. Thus the model should
properly be considered quasi-linear.

The elements of the quasi-linear model are diagrammed in Fig. A1.
The ordering of the elements is arbitrary. Further, this type of model
offers no hint as to the origin of the various elements. It is not usual
in the systems approach to assign specific mechanisms to the sections
of the model. We can tentatively associate the first-order filters with
the inner segment and synapse. The second-order filter may be a
feature of the H-cell network since our sinusoidal data showed the
resonance was most pronounced for large areas. The lead-lag was
used to allow fits to the low-frequency roll-off (Frishman et al. 1987).
This type of behavior may reflect time-dependent adaptation; how-
ever, there is no neural interpretation associated with the lead-lag
filter.

Fixed elements of the model

1) Initial low-pass filters and fixed delay: We allowed a three-stage
cascade of first-order low pass filters with a time constant of 2 ms
(Hood and Birch 1993) and an initial delay of 2 ms. This choice was
fixed in the model fits and was considered to represent the dynamics
of the cone light response, as discussed in the preceding text.

2) The resonant frequency of second order filter was yoked to the
time constant,t3 of the variable cascade (see following text). This
approach reduced the number of free parameters in the fits.

3) The lead-lag element was fixed with a time constant of 0.08 s and
weighting of 1.5 to give a maximal roll-off of about 0.18 log unit with

FIG. A1. Block diagram of the linear model, showing the delay, the low-pass, the lead/lag and second-order filters.
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a maximal phase advance of 10°. The effect of the lead-lag element
became evident at and below 5 Hz at the highest illuminances.

Variable elements of the model

There were four variable elements in the model:1) we allowed a
single first-order filter with variable time constant,t1; 2) we allowed
a three-stage, first-order cascade with variable time constant,t2; 3) we
allowed a variable underdamping constant,z for the second-order
filter; and4) we allowed a variable scaling constant (gain in Fig. A1)
to match the model to the amplitude sensitivity/retinal illuminance at
0.61 Hz.

Fits were made using a least squares fitting procedure to first-
harmonic amplitude and phase data expressed in the complex plane.
The convergence of the fits was shallow. We checked the effect of
varying the number of stages in the first-order cascade and found a
trade-off of about 1 ms/stage between the number of stages and the
time constant. The scaling parameter was not affected by this minor
variation in the first- and second-order filters. Since optimal fits were
usually obtained with a three-stage variable cascade, solutions are
shown for this choice.

Model fits to pulse data

The sine-wave data were fit with a linear systems model. We used
the fixed and variable first- and second-order linear filters to simulate
the impulse response function for the linear filter model. The lead-lag
element was not used. The impulse response function was then con-
volved with the pulse duration to see how well the simulated response
captured the initial hyperpolarization of the pulse response. We did
not expect such a model to fit the later stages of the response that may
involve settling activity of ion channels in the inner segment of the
photoreceptor and in the H1 cell. The pulse data at 100 and 160 ms
showed a slow depolarization sag that obeyed temporal superposition.
The sag could be modeled by negative feedback and this element was
incorporated, as a fixed single stage low-pass filter with a time
constant of 25 ms and feedback strength 0.4, so that the simulation
described the entire hyperpolarizing portion of the response. Scaling
constantsDVmaxandIsatwere used to scale the data at Weber contrasts
0.1–16.

A full optimization of the initial hyperpolarization with five free
parameters was not feasible due to the noise of the data and subtle
interactions amongt1, t2, andz. We therefore used a grid search to
find near-optimal values for these parameters that could describe the
shape of the hyperpolarization. We then optimizedDVmaxandIsat. We
noted that a fixed value ofDVmax (25–30 mV) could be used for all
three illuminances.
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