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persistent gaps in research on race and NLP, highlighting the need for more proactive consideration of how NLP 
systems can uphold racial hierarchies. I will then describe how our recent work aims to address some of these 
limitations while investigating social bias in Wikipedia, which is a popular source of training data for NLP models, and 
what continues to be challenging. Finally, I will conclude by focusing on the role of people in NLP development and the 
need for inclusion and justice in NLP research practices.

Abstract: Despite inextricable ties between race and language, common 
examples of racism in AI are typically drawn from computer vision or models 
using structured data, with less focus on text and natural language processing 
(NLP). In the first part of this talk, I will present results from a survey of 79 papers 
from the ACL anthology that mention race. These papers reveal various types of 
race-related bias in all stages of NLP model development as well as 
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