
In recent times, we often hear a call for the governance of AI systems, but what 
does that really mean? In this talk, I will first adopt a control theory perspective to 
explain governance that includes diverse stakeholders determining the reference 
input via value alignment, data scientists acting as the controller to meet the 
values in a machine learning system (the plant), and facts captured in transparent 
documentation as the feedback signal. I will later go into further depth on value 
alignment via CP-nets and performance metric elicitation, and transparency via 
factsheets. I will conclude with a discussion of AI testing and uncertainty 
quantification. The talk will assume some familiarity with algorithmic fairness, 
robustness, and explainability.

Join: https://washington.zoom.us/j/94636255672

Responsible AI Systems & Experiences (RAISE) 
at the University of Washington presents:

RAISE is a UW-wide group of students and faculty interested in the broad space of responsible AI, trustworthy machine 
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