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Despite recent advances in AI, ensuring reliable and fair operation of deployed systems 
remains a challenge. AI systems fielded in the open world often suffer from incomplete 
specification, which causes concerns around reliability and fairness. In the first part of 
the talk, I will present techniques that allow autonomous systems to improve reliability 
by mitigating their negative side effects using different forms of feedback. In the 
second part of the talk, I will discuss how to leverage human demonstrations to avoid 
biases when clustering with incompletely specified fairness metrics. 
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